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Abstract
Satellite based remote sensing provides an efficient way to estimate carbon balance components over large spatial domains with acceptable temporal and spatial resolution.
In the present study remote sensing based gross primary production (GPP) estimations were evaluated using data from a tall eddy-covariance flux tower, located over a heterogeneous agricultural landscape in Hungary. Four different methods were used to simulate 8-day mean GPP for the tower site based on the MOD17 light use efficiency model. Additionally, we present a novel approach for model validation to exploit the advantage of footprint size similarity between remote sensing and the hourly eddy covariance signal measured at the tall tower. Besides using footprint information for the model validation we performed downscaling of MOD17 using 250 m resolution MODerate resolution Imaging Spectroradiometer (MODIS) Normalized Difference Vegetation Index (NDVI) dataset in order to address land use heterogeneity. The results showed that GPP was underestimated by MOD17 especially in years with average precipitation during the growing season, while model performance was better during dry years. Our downscaling technique significantly improved agreement between the MOD17 model results and the eddy covariance measurements (modeling efficiency (ME) increased from 0.783 to 0.884, root mean square error (RMSE) decreased from 1.095 g C m\(^{-2}\) day\(^{-1}\) to 0.815 g C m\(^{-2}\) day\(^{-1}\)), although GPP remained underestimated (bias decreased from -0.680 g C m\(^{-2}\) day\(^{-1}\) to -0.426 g C m\(^{-2}\) day\(^{-1}\)). Model evaluation results suggest that model performance should be optimally evaluated using RMSE, index of agreement (IA), ME and bias. The presented method is applicable to any eddy-covariance tower with limitations depending on the complexity of landscape around the flux tower. As incorporation of footprint information clearly impacts validation results, future model validation and/or calibration should also involve source area estimation which can be easily implemented following the presented approach.
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1 Introduction

Croplands occupy significant areas of the ice-free land surface (Foley et al., 2005) including Europe (Wattenbach et al., 2010), and they are the dominant land-cover type of many industrial countries, newly industrializing countries, as well as developing countries (Ramankutty and Foley, 1999; Goldewijk, 2001; Ramankutty et al., 2002, 2008; Monfreda et al., 2008; Pittman et al., 2010). This means that croplands play a significant role in the greenhouse gas (GHG) balance of the global land surface (Bondeau et al., 2007).

Croplands are also among the most heterogeneous land cover types in many regions of the world. Cropland heterogeneity is the consequence of rotations of crops with different photosynthetic pathway (C3 or C4), farmland size and extent, occasional abandonment of cultivated land, irrigation practices, application of manure or synthetic fertilizers, harvest timing, and other management practices (Lobell and Asner, 2004; Barcza et al., 2009a; Kutsch et al., 2010). Spatially representative, cropland specific carbon balance estimations are crucial to constrain the greenhouse gas (GHG) balance of regions with agriculture as the dominant land cover type (Bondeau et al., 2007; Barcza et al., 2009b; Ciais et al., 2010). This represents a major challenge primarily caused by cropland heterogeneity.

Direct field measurements based on the eddy covariance (EC) technique (Baldocchi, 2003) are widely used to assess the carbon balance of croplands (Suyker et al., 2005; Kutsch et al., 2010; Gebremedhin et al., 2012; Wu et al., 2012). However, EC measurements alone are unable to provide regional or country scale estimations because of their limited spatial representativeness, which means that the results cannot be simply upscaled (Wang et al., 2006; Barcza et al., 2009a). The available plot level measurements can help to constrain the large scale estimations, e.g., through calibration of ecosystem models (Braswell et al., 2005; Van Oijen et al., 2005; Hidy et al., 2011; Ma et al., 2011). In spite of significant advances in biogeochemical modeling, carbon balance estimations relying purely on process based models are usually highly uncertain (Vetter et al., 2008; Schwalm et al., 2010; Wang et al., 2011).

One possible way to reduce uncertainty is to use state-of-the-art data-oriented models (Ciais et al., 2010). Satellite based radiance measurements provide invaluable, high accuracy information on the properties of land and ocean surfaces, and the atmosphere. The radiances information can be used to construct sophisticated data-oriented models that provide insight into several processes related to the environment (Turner et al., 2004). Thanks to their global spatial coverage, remotely sensed data can provide estimates for the carbon balance components on regional and continental scale, thus they can be used as additional input for synthesis studies (Schulze et al., 2009; Ciais et al., 2010). However, it is essential to evaluate and – if necessary – to improve the performance of the remote sensing based models before applying them to larger spatial scale (Turner et al., 2006; Heinsch et al., 2006).

In the present paper we focus on remote sensing based gross primary production (GPP) estimates. The basic requirements for remote sensing based GPP simulation are the following: 1) due to the dynamic nature of ecosystem functioning, satellite based observations with relatively high temporal frequency are needed to detect changes in productivity and phenological state (especially in case of agroecosystems); 2) the spatial resolution of the remote sensing based observations should be comparable with the footprint extent of the available, ground based measurements; 3) the spatial resolution
should also allow the upscaling to estimate regional, country, continental or global scale studies (Running et al. 1999a). As a compromise between spatial and temporal resolution of remotely sensed data, information from the MODerate resolution Imaging Spectroradiometer (MODIS) sensors (onboard the National Aeronautic and Space Administration Earth Observing System (NASA EOS) Aqua and Terra satellites) are frequently used to construct data-oriented GPP models. The MOD17 product (which is one of the official MODIS products disseminated by NASA Earth Observing System Data and Information System (EOSDIS)) is widely used in biogeochemical research which provides GPP data in 1 km resolution with global coverage (Running et al., 1999b). Results of the EC measurements are widely applied for the evaluation of MOD17 based estimations of ecosystem scale carbon balance components (Leuning et al., 2005; Gebremichael and Barros, 2006; Heinsch et al., 2006; Turner et al., 2006; Zhang et al., 2008; Kanniah et al., 2009; Chasmer et al., 2011; Chen et al., 2012). Measurement-model differences are frequently recognized by the validation studies. If the EC instruments are mounted at ~5-30 m height above the canopy top (we refer to those flux towers as “small” towers), the flux footprint is usually smaller than the 1 km spatial resolution of the MOD17 model (at least for daytime, unstable stratification when the satellite measurements take place; Göckede et al., 2008). This means that discrepancies between measurements and model results can partly be caused by the mismatch in spatial representativeness of the remote sensing and flux tower measurements (Schmid and Lloyd, 1999; Turner et al., 2005; Kim et al., 2006; Chasmer et al., 2011). Following this logic it can be hypothesized that tall tower based EC measurement results should be in better agreement with estimations from remote sensing data, because the scale of their spatial representativeness is similar (Barcza et al., 2009a), although land cover heterogeneity is expected to have more influence on EC measurements in this case. The agreement of model results and observations is usually also affected by land use/land cover heterogeneity (Turner et al., 2005). For example, Göckede et al. (2008) showed that in the CARBOEUROPE-IP network only one third of the flux sites are located in homogeneous terrain, which means that a relatively large number of EC sites are not ideal for remote sensing based model validation. Measurement-model deviation can also be caused by the special location of the flux tower relative to the 1 km resolution MOD17 grid cells, which means that information from more than one pixel should be considered for the proper interpretation of the results. This problem is generally addressed by simply averaging e.g. 3×3 or 5×5 MOD17 pixels for the validation (e.g. Turner et al., 2005; Chasmer et al., 2011). As an example, limitations imposed by the different spatial representativeness of small EC tower and satellite based measurements were addressed in a similar fashion within the Bigfoot project (Reich et al., 1999; Turner et al., 2005). Within Bigfoot, EC measurements over different land cover types (cropland, hardwood forest, coniferous forest, boreal forest, tundra and grassland) have been scaled up to 5×5 km using a process based ecosystem model in order to compare with MOD17 GPP/NPP estimations. The study was based on small tower measurements, and footprint impacts have not been incorporated. Recent studies linking MOD17 data with EC measurements using footprint information have been limited to small flux towers over forests (Chen et al., 2008, 2009; Chasmer et al., 2011). No similar study exists for tall tower measurements over croplands to the
knowledge of the authors in spite of the large footprint area of tall towers (Wang et al., 2006; Barcza et al., 2009a).

Our main aim is to validate MOD17 GPP over croplands and to improve the methodology of remote sensing based GPP validation for eddy covariance towers. The method is demonstrated and evaluated at Hegyhátsál tall tower site (Hungary). The study site is ideal to test our hypothesis that remote sensing and EC measurements can be synchronized since (i) the tall flux tower's footprint is comparable to MODIS spatial resolution (EC sensors are mounted at 82 m height above the surface; see Barcza et al. 2009a), (ii) the tower is located within a heterogeneous agricultural landscape providing realistic spatial and temporal variability of ecosystem carbon exchange. Rapid changes of tower footprint locations due to varying meteorological conditions are considered in our approach, which means that the MOD17 GPP model results are combined with estimated footprint locations calculated from the available hourly flux data (Barcza et al., 2009a). Due to the heterogeneity of land cover around the tall EC tower, the 1 km resolution of the GPP model might smooth out small scale effects that influence the EC measurements. In order to find a better match between the spatial representativeness of the hourly EC measurements and remote sensing we introduce a new approach, where the MOD17 model is downscaled to a 250 m grid (corresponding to the MODIS Normalized Difference Vegetation Index (NDVI) product). This downscaling is also necessary because of the size of the individual agricultural fields surrounding the tower where the parcels represent homogeneous land cover type with similar spatial extent to the 250 m NDVI product. The downscaled model is also evaluated using footprint information derived from the EC measurements.

We would like to stress that the aim of the present study is to use exclusively MODIS data as remote sensing information. The reason for this approach being the fact that researchers have easy and straightforward access to this kind of data e.g. through the FLUXNET website (ftp://daac.ornl.gov/data/modis_ascii_subsets/) or through EOSDIS (NASA's Earth Observing System and Data and Information System http://earthdata.nasa.gov/).

2 Materials and methods

2.1 Site description

A tall tower based eddy covariance system was established in Western Hungary near village Hegyhátsál (46°57'21"N, 16°39'08"E 248 m asl) in 1997 with continuous measurements of atmosphere/ecosystem CO₂ exchange (Haszpra et al., 2001, 2005). The tower is surrounded by agricultural fields and forest patches (Barcza et al., 2009a). The surrounding mosaic type land use is typical for Hungary as changes in property and structure of farming systems in the last 20 years shifted the typical Hungarian farmlands toward smaller fields and more complex cultivation patterns. The soil type in the region is ‘Lessivated brown forest soil’ (Haplic Cambisol according to the WRB classification). The soil texture is loam/silt loam.

The EC system is mounted at 82 m height which has a significant impact on the spatial representativeness of the tower (Barcza et al., 2009a). Due to the height of the tower, hourly averaging is applied on raw EC data (Haszpra et al., 2001, 2005). For the present study, six years data of net ecosystem exchange (NEE) measurements at the Hegyhátsál tall tower from 2001 to 2006 have been selected in accordance with the availability of
remote sensing data (availability of MOD17 results was constrained by availability of
the meteorological reanalysis input dataset; M. Zhao, personal communication).
Climate data for the study period and the 1981-2010 reference period are presented in
Table 1. Annual precipitation varied considerably during the study years. The 2001-
2006 period can be separated to two subperiods: a dry and warm period in the beginning
(2001-2003), and a cool period with higher precipitation (2004-2006) with
meteorological characteristics closer to the longterm average. This feature provides a
good opportunity to test the model in contrasting environmental conditions.

2.2 Eddy covariance data processing and flux partitioning

In recent years, several gap filling methods have been suggested to gain defensible
annual sums of NEE (Falge et al., 2001; Moffat et al., 2007). Methods used for gap
filling are also frequently used for the partitioning of NEE into gross primary
production and total ecosystem respiration (R_eco). In flux partitioning at daily time step,
first R_eco is determined and GPP is calculated as the signed difference between NEE and
the total daily R_eco.

As direct validation of daytime ecosystem respiration and GPP is not possible, the
uncertainty of flux partitioning results can be quite large (Lasslop et al., 2009). One way
to reduce this uncertainty and to provide a robust estimate of GPP is to apply several
gap filling and flux partitioning (GF/FP) methods. As an example, Lasslop et al. (2009)
recommended the combined use of two GPP/R_eco separation methods to assess
uncertainty in the GPP estimations, and the authors also suggested the application of
additional methods for GPP/R_eco separation. Following the logic of Lasslop et al. (2009)
here we applied three GF/FP methods discussed in Stoy et al. (2006), namely the Short
Term Exponential (STE, Reichstein et al., 2005), the Rectangular Hyperbolic (RH) and
the Non-Rectangular Hyperbolic (NRH, Gilmanov et al., 2003) methods.

In the STE method, hourly R_eco is determined using a temperature dependent respiration
function (estimated exclusively from nighttime NEE, which is assumed to be equal to
total ecosystem respiration) of the soil/vegetation system (Lloyd and Taylor, 1994). The
Lloyd and Taylor function is used to estimate daytime ecosystem respiration (Reichstein et al., 2005). However, the STE method can lead to misinterpretations when applying it
to tall tower data. The determined relationships using nighttime fluxes might not be
applicable to daytime data since the nighttime source area can be much larger than the
daytime one, thus different regions can be ‘seen’ through the course of the day (Horst and Weil, 1992; Wang et al., 2006). Moreover, prevailing wind can be different during
night and day (Barcza et al., 2003), thus land cover heterogeneity and anthropogenic
emission could also have different effects on the nighttime and daytime fluxes. The
footprint mismatch problem may cause bias in the estimated GPP results based on STE.

In the RH and NRH methods R_eco estimates are retrieved from daytime NEE data
(Gilmanov et al., 2003), therefore they are appropriate methods to be used for flux
partitioning of tall tower data. Applicability of the RH and NRH method is also
supported by Stoy et al. (2006) where the authors found that GPP estimated using the
NRH method matched best with independent estimates across different biomes.
Rectangular hyperbolic and non-rectangular hyperbolic functions (so-called light
response curves) are used to describe the relationship between hourly daytime NEE and
photosynthetic photon flux density (PPFD) and to determine daytime average rate of
respiration ($R_d$). The RH and NRH methods only differ in the mathematical representation of the fitted function. RH method uses the following formulae:

$$\text{NEE} = -\frac{a b \text{PPFD}}{(b + \text{PPFD})} + R_d,$$

(1)

while NRH uses another equation:

$$\text{NEE} = -\frac{a \text{PPFD} + b - \sqrt{(a \text{PPFD} + b)^2 - 4abc \text{PPFD}}}{2c} + R_d.$$

(2)

$a$, $b$, and $c$ are parameters determined by nonlinear (Levenberg-Marquardt least-squares minimization) regression process. Because of the relatively small number of available daytime NEE measurements (due to hourly averaging and data gaps) and the scatter of tall tower data, NEE data from a period of maximum 10 days was used in curve fitting instead of daily time step that is typically applied for short flux tower data (Gilmanov et al., 2003). Part of the information about day-to-day variations of relationships between NEE and environmental parameters can be lost due to the relatively long time window, but as model validation is performed with 8-day averaging of GPP, accurate representation of the day-to-day variability has less importance.

In the two light response curve methods (RH and NRH) hourly ecosystem respiration is calculated in a second step, based on daytime average rate of respiration. $R_d$ data of a given period (minimum 10 data points covering minimum 15°C temperature range) were used to construct temperature dependent functions. Hourly $R_{eco}$ was calculated based on the temperature-$R_d$ function and hourly temperature measurements. Best estimate for daily GPP was obtained as the mean of the results from the three GF/FP methods (Lasslop et al., 2009; Beer et al., 2010). Mean GPP obtained from tall tower measurements is referred as “GPP-tower”. Uncertainty arising from GF/FP procedure is estimated as half of the difference between the daily maximum and minimum GPP estimate (Beer et al., 2010).

### 2.3 Modeling approach

#### 2.3.1 The MODIS GPP (MOD17) remote sensing based model

The MOD17 product provides global GPP estimates of 8-day temporal and 1 km spatial resolution (Running et al., 1999b; Heinsch et al., 2003). The underlying GPP model of the MOD17 product (the ‘MOD17 model’) is based on the light use efficiency approach (Monteith 1972, 1977). The model can distinguish 11 biome categories (Plant Functional Types, PFTs), including one agricultural category (‘croplands’). PFT specific model parameters, i.e. values of light use efficiency ($\epsilon_{max}$, kg C MJ$^{-1}$), and parameters describing environmental (meteorological) stress factors are stored in the biome properties look-up table (BPLUT) for each PFT. These parameters do not vary with geographical location for a given PFT; they characterize biomes on a global scale. Input data requirements of the MOD17 model include land cover information (MOD12 land cover product; Strahler et al., 1999), fraction of absorbed photosynthetically active
radiation (MOD15 LAI/FPAR product; Knyazikhin et al., 1999), meteorological data (NASA Global Modeling and Assimilation Office (GMAO) reanalysis dataset): global radiation (GR, MJ m\(^{-2}\) day\(^{-1}\)), minimum temperature (T\(_{\text{min}}\), °C), vapor pressure deficit (VPD, Pa).

Different GPP model setups were used in this study, all of them based on MOD17 version 5.1 official data product, kindly provided by Numerical Terradynamic Simulation Group, University of Montana (UMT NTSG).

2.3.2 Processing of remote sensing data

The MOD15 FPAR/LAI MODIS product (UMT NTSG version 5) served as remote sensing input data for the MOD17 model. For quality assurance of FPAR data (quality flag based data selection and interpolation) we followed description provided by Zhao et al. (2006). These FPAR data are used as remote sensing input for most model runs in this study (see below).

Preprocessed, 250 m resolution NDVI data were also used in this study for GPP calculations. NDVI preprocessing steps have been previously documented in Barcza et al. (2009a). Here we provide a short description of the methodology used to construct daily temporal resolution NDVI courses. For detailed information on NDVI quality assurance, processing and analysis see Barcza et al. (2009a).

The NDVI analysis uses the 250 m resolution MOD13 vegetation index product (Huete et al., 1999) constructed from the multispectral information provided by the MODIS sensor. First, an area comprising 41×41 pixels surrounding the tower has been selected. In order to minimize the errors in NDVI time series, quality control of NDVI time series of all 250 m NDVI pixels were filtered and smoothed using wavelet transformation. Two basic crop types have been separated based on their typical annual NDVI courses. It has been concluded from the analysis that winter crops (typically winter wheat) and summer crops (typically maize) are both present in the vicinity of Hegyhátsál tower. The resulting daily resolution NDVI courses were used in this study to retrieve FPAR. The actual input for the modified MOD17 model was calculated following Sims et al. (2005):

\[
FPAR = \frac{1.24 \times NDVI - 0.168}{168.024.1}
\]

For simplicity, we use this simple linear approach rather than the more sophisticated retrieval of the official 1 km resolution FPAR product, or the nonlinear backup algorithm for MODIS FPAR (Knyazikhin et al., 1999). Note that the Sims et al. (2005) formula provides somewhat lower FPAR estimates than the MOD15 backup algorithm.

2.3.3 Footprint modeling

Synchronizing the spatial representativeness of remote sensing and EC based GPP estimations requires combined information on crop type and phenological state (obtained from NDVI above) and the dynamic variation of the source area. The actual source area of the vertical CO2 flux measured by the EC system can be estimated using a footprint model. In the present study the simple, parameterized footprint model of Kljun et al. (2004) was used (their Eqs. 17 and 11). Based on remote sensing information, objective crop classification, footprint modeling and separation of NEE signal according to crop types, Barcza et al. (2009) showed that the Kljun et al. (2004) footprint parameterisation (based on the Lagrangian footprint model of Kljun et
al., 2002) provides accurate estimates for maximum source weight locations. In order to propose a simple yet powerful method for footprint analysis only the maximum source weight location (zero dimension information) are used exclusively to assign surface elements to the measured signal (using the approach of Barcza et al., 2009). The surface elements are defined by the 250m resolution NDVI grid provided by MOD13. Fig. 1 shows the footprint climatology of the site for year 2007. It is clear from the plot that several 250m resolution pixels contribute to the measured signal, and it is also clear that such coarse resolution grid can be used to differentiate between the contributing surface elements.

2.4 Model formulation

Discrepancies between GPP derived from EC tower measurements and MOD17 estimates can be either caused by errors in the input data or originate from the structure of the model (including uncertainty in model parameters) (Running et al., 2004; Nightingale et al., 2007; McCallum et al., 2009), or by mismatch of EC validation data and remote sensing information. We performed calculations with different model setups (i) to examine and eliminate the effect of possible errors in the input data and (ii) to resolve spatial representativeness issues. Our primary aim is not to improve model performance by the modification of model structure or parameters, but to explore the main causes of model-measurement discrepancy that can affect the result of validation studies. An overview of main properties of these model setups is given in Table 2. Detailed description of each modeling experiment is given in the following. All calculations are performed on a daily temporal resolution and then summed for 8-day average values.

1) GPP-GMAO (reference run)

We adapted the MOD17 model algorithm (MOD17 User’s guide; Zhao et al., 2005) and performed simulations with original settings and input data (GMAO meteorology, MOD15 LAI/FPAR product Collection 5.1, MOD12 land cover information, BPLUT version 5.1; M. Zhao, personal communication). Our implementation was found to be in a good agreement with the official version 5.1 MOD17 product ($R^2 = 0.99$ and bias = $-0.018$ g C m$^{-2}$ year$^{-1}$ for the examined six years). The slight deviance between our implementation and the official product is most likely caused by the quality assurance of FPAR. In the following, we refer to this run as “GPP-GMAO”, and consider it to be equivalent with the official MOD17 product. Note that only the 1 km MODIS pixel containing the measurements site is considered in this setup and is compared with tower based GPP.

2) GPP-met (modification of meteorological input)

The MOD17 model has been shown to be sensitive to the meteorological input dataset (Running et al., 2004; Zhao et al., 2006). To address this issue we replaced the global meteorological reanalysis data with local (on-site) meteorological measurements (vapor pressure deficit and global radiation, daily minimum temperature). The MT-CLIM model was used to fill the gaps in the local meteorological measurements (Thornton et
al., 2000). We refer to these estimations as “GPP-met”. Similarly to GPP-GMAO, the 1 km MODIS pixel containing the flux tower is used for validation.

3) GPP-FP (simple representation of tower footprint)

To address heterogeneity in the vegetation cover, FPAR data at 1 km resolution was extracted according to the actual flux footprint (we refer to this method as “GPP-FP”).

According to the footprint climatology presented in Fig. 1, the 1 km resolution already enables differentiation in the source region. This is a rough consideration of the dynamic variations of the source area in time especially in a region where typical size of agricultural parcels is still in the subpixel range (around 200 m), but a first step to synchronize representativeness of remote sensing and eddy covariance measurements.

At flux towers where the land cover heterogeneity is not realized as random patches of different PFTs or crop types, but as different land cover types in well-defined directions from the tower, this method can provide sufficient background for the interpretation of eddy covariance measurements.

4) GPP-NDVI (downscaling MOD17 using 250 m resolution NDVI data)

It has been shown in Barcza et al. (2009a) that different locations (agricultural fields) over the heterogeneous landscape surrounding the tower do not have identical contributions to the measured signal (Fig. 1), therefore a mismatch between representativeness of the remotely sensed data and EC measurements inevitably occurs.

In order to (i) account for land cover heterogeneity, and (ii) synchronize the representativeness of the GPP model and the tower, we developed a new methodology. Firstly, instead of using the 1 km resolution MOD15 FPAR, we applied a downscaling procedure using the 250 m MODIS NDVI time series and known relationship between FPAR and NDVI. Downscaling of model calculations is supposed to answer the question whether the coarse spatial resolution of the FPAR product is responsible for model inaccuracies to a certain degree.

Secondly, the use of the 250 m spatial resolution NDVI dataset offers the possibility of taking into account both the hourly footprint of the tower measurements (following Kljun et al., 2004) and the phenology of the individual fields with finer resolution. This is expected to result in improved differentiation of winter and summer crop phenology instead of modeling them as a fictional “average crop”.

These modeling efforts are substantially based on the estimated spatial representativeness of the tall tower described in Barcza et al., (2009a). The discretized hourly footprint locations (for selection of the NDVI pixel location as primary sink/source location of CO$_2$ flux), together with the according daily NDVI data from the smoothed NDVI curve of the selected pixel are combined in GPP calculations (see Section 2.3.2 NDVI data preprocessing).

Suppose that according to the footprint model on the $i$th day of the year the number of pixels that contributed to the measured flux was $P$ (out of the 41×41 pixels; see Section 2.3.2). FPAR$_{p}$ denotes the FPAR value of the $p$th individual pixel on the $i$th day and is calculated from the according daily NDVI value (NDVI$_{p}$).

Following the scheme of the MOD17 model (Running et al., 1999b), GPP of this pixel can be derived as:
Here $W_i^p$ is the weight of each contributing pixel (here calculated as the number of hours in the $i$th day when the source area was located at the $p$th pixel),

$\varepsilon_i = \varepsilon_{\text{max}} f(T_{\text{min}}) f(VPD) $ is the actual light use efficiency, and IPAR = 0.45 GR.$

Daily GPP on the $i$th day is calculated from the weighted average of GPP of the contributing pixels:

$$ GPP_i = \frac{\sum_{p=1}^{P} GPP_i^p}{\sum_{p=1}^{P} W_i^p}. \tag{5} $$

The footprint information is not always available for each hour of the day (when the footprint model does not provide result). Therefore the GPP calculation might be biased because it can only rely on available footprint location information.

The CORINE2000 land cover database (Büttner et al., 2002) re-gridded to the 250×250 m NDVI grid provides the land cover information to assist the selection of the appropriate BPLUT category (Barcza et al. 2009a). Note that introduction of CORINE based land cover data was necessary for the downscaling to 250 m. In our approach the land cover categories retrieved in Barcza et al. (2009a) were comparable to MOD12 classification scheme. Therefore, discrepancies between model runs using MOD12 and MODIS-NDVI due to misclassification of land cover are unlikely to occur. Moreover, as the source area of CO$_2$ flux is attributed to croplands in ~80% of the cases for the selected years, land cover classification can not have significant effect on the results. The resulting dataset is referred to as “GPP-NDVI”.

2.5 Evaluation of model performance

For statistical evaluation of different model simulations several indices were used. The root mean square error (RMSE), bias, index of agreement (IA), modeling efficiency (ME), Kendall correlation coefficient (KR) and Pearson linear correlation coefficient ($R^2$) (Janssen and Heuberger, 1995; Ma et al., 2011) were calculated for each year separately and for the whole study period as well. These indices can be considered as measures of model 'goodness' from different aspects, thus behavior of the different indices will allow characterizing model efficiency from different aspects.

RMSE measures the average absolute error in a quadratic sense; therefore it is sensitive to outliers. In unbiased estimations, RMSE is the standard deviation. RMSE has the same unit as the estimated parameter. Bias (or mean bias) describes the average deviation between the model results and measurements, and is zero for unbiased estimations. IA varies between 0 and 1 and describes a standardized measure of mean square error. The closer IA is to 1 (ideal agreement) the better our estimation is. IA is 0.4 for two random series therefore IA should be over 0.4 for two correlated variables. ME ranges between $-\infty$ to 1, and gives the improvement in estimations compared to the mean of the observation. Any positive ME suggests improvement, but closer to 1 is
better. KR and $R^2$ describe the association between observation and model predictions. Both indices vary between -1 and 1 (perfect agreement), and are zero when there is no agreement between the datasets. $R^2$ assumes linear dependence between the variables, while KR does not require linear relationship (KR does not have any assumption about the distributions of the variables).

Because GPP-NDVI was only available from 2003 (year after the launch of Aqua satellite), model performance was characterized for the whole 2001-2006 period where possible, and for 2003-2006 as well in case of GPP-GMAO, GPP-met and GPP-FP.

3 Results

GPP-GMAO estimations and the GPP calculated from tall tower measurements (GPP-tower) are shown in Fig. 2a. Overall, model results underestimate GPP obtained from tall eddy covariance tower measurements. It can be seen that for the first three years (2001-2003) the model results are in good agreement with tower GPP. However, for the last three years (2004-2006), the measured GPP increased significantly. GPP-GMAO, however, remained at similar levels throughout the study period (2001 – 2006). The highest GPP-GMAO values barely exceed 6 g C m$^{-2}$ day$^{-1}$ while measured GPP is above 8 g C m$^{-2}$ day$^{-1}$ in some periods. Higher measured GPP in 2004-2006 is caused by the higher precipitation during the vegetation season (Table 1; see also Haszpra et al., 2005), which provided favorable conditions for plant growth.

Results of statistical evaluation of the model performance for the whole study period are presented in Table 3. The evaluation of the model performance shows reasonable agreement with measured data both during the whole measurement period and the 2003-2006 subperiod. However, GPP-GMAO annual sums underestimate GPP-tower in each year (Fig. 3), and the underestimation increases toward the end of the investigated period, exceeding 500 g C m$^{-2}$ year$^{-1}$ in 2006 (i.e. underestimation by nearly 40 %). Note that in the second half of 2006 a large measurement gap occurred where the gap filled GPP (not shown in Fig. 2) was higher than simulated GPP, therefore tower based annual total may be biased.

For GPP calculations based on local meteorological measurements instead of GMAO reanalysis, model performance slightly improved (GPP-met in Table 3). Although RMSE increased compared to GPP-GMAO, correlation increased as KR and $R^2$ values suggest. Interannual variability of the statistical parameters is presented in Fig. 4. The improvement in model performance was not consistent for all years and for all parameters. When changing meteorological input data, correlation coefficient values (KR and $R^2$) increased, but RMSE, IA and ME do not show such a systematic pattern (Table 3). Annual totals are underestimated again, even more than for GPP-GMAO results (Fig. 3). According to Fig. 2b, in spite of the bias in magnitude of annual sums, daily GPP totals reach higher peak values than GPP-GMAO though still remaining well below measured peak daily sums.

Tracking footprint location on 1 km resolution in GPP-FP runs only slightly improved model agreement (Table 3). Annual totals got closer to flux tower based estimations than GPP-met results, although compared to GPP-GMAO estimations the improvement is not consistent in all years (Fig. 3). The statistical evaluation shows a similar pattern, as most of the indices show improvement except for KR and $R^2$ which decreased compared to both GPP-GMAO and GPP-met (Table 3).
Model performance further improved when NDVI based downscaling integrated with footprint information was applied (GPP-NDVI). RMSE and model agreement parameters (especially ME and bias) show the best results among all model runs in most years of the test period (Fig. 4, Table 3). Annual totals are closer to GPP-tower sums but again, model simulations underestimate measured GPP and were barely able to describe interannual variability (Fig. 3).

Modifications in model setup gradually improved model performance compared to measurements. However, different indicators suggest different degree of improvement. Certain indicators such as RMSE, IA, ME and bias showed significant and systematic improvement especially in case of GPP-NDVI, while KR and $R^2$ coefficients do not differ significantly among model runs (Fig. 4).

4 Discussion

Overestimation and underestimation of flux tower GPP by MOD17 have been extensively reported in the literature. Among possible causes, several factors have been discussed, such as effect of meteorological input data (Heinsch et al., 2006), or differences in spatiotemporal coverage (Heinsch et al., 2006; Yang et al., 2007). According to literature, in the case of croplands, MOD17 has a systematic negative bias, and the underestimation is especially pronounced at high productivity sites. Yang et al. (2007) found an average error of 50.3% for non-forested ecosystems, with the largest underestimation (61%) for cropland (irrigated maize, USA). The identification of the sources of these errors is critical to understand the limitations of the model and also to improve its performance especially over heterogeneous croplands.

4.1 The effect of GPP model parameterization and meteorological input data

As a possible source of model error, accuracy of input meteorological data was examined and compared to measurements at Hegyhátsál tall tower site. Global radiation and minimum temperature estimations of GMAO are in a good agreement with measurements (with RMSE of 3.23 MJ m$^{-2}$ day$^{-1}$ and 2.8°C and $R^2$ of 0.92 and 0.93, respectively). This agreement does not vary among years to an extent which could explain the underestimation of GPP in 2004-2006 (Fig. 2). However, VPD is overestimated by GMAO and it was found that the error is pronounced in the last three years (Table 1). This finding contradicts previous results in the literature, where GMAO provided lower estimates for VPD when compared with data measured at flux towers, and it has been proposed that spatial averaging of meteorological data causes the discrepancy (Running et al., 2004; Turner et al., 2005). However, Hegyhátsál area is a relatively wet part of the region, therefore spatial averaging might have increased VPD as influenced by dryer areas in the same pixel. Overestimation of VPD has been shown by Gebremichael and Barros (2006) for a humid tropical site, while Kanniah et al. (2009) found overestimation in dry season and underestimation in wet season in case of a tropical savanna.

If VPD is responsible for the discrepancies between GPP-tower and GPP-GMAO in 2004-2006, the results are supposed to match better if we use local meteorological measurements. However, in spite of using local meteorological measurements, GPP remained underestimated (Fig. 2b).
It is clear from Figs. 2a and 2b that differences in meteorological data affect the short-term variation of the model results, but are not responsible for the substantial difference between model results and measurements. The impact of meteorological data on the MOD17 model has been shown to be site-specific, and sometimes, like in our case, the use of local measurements tends to decrease the estimations of annual GPP sums (Heinsch et al., 2006; Running et al., 2004) (Fig. 3). GPP-met runs provide very similar or slightly lower estimates compared to GPP-GMAO, hence it can be concluded that errors in meteorological input data are not the primary sources of underestimation of GPP. Underestimated maximum light use efficiency ($\varepsilon_{\text{max}}$) parameter together with the lack of soil water availability stress parameterization (Hwang et al., 2008) could explain this behavior of the model. While the first condition results in an underestimation of flux measurements in wet years, the insufficient consideration of moisture stress cannot constrain GPP in dry years. Consequently, the model provides more or less the same estimations both in wet and dry years (Fig. 3). It suggests that the underestimation of light use efficiency is the key factor resulting in a systematic negative bias. (However, this is not necessarily the case with other biomes; see Turner et al. 2006; Heinsch et al. 2006.)

These findings are also supported by earlier studies presented in the literature. Zhang et al. (2008) evaluated the MOD17 model using both GMAO reanalysis and local meteorological measurements over cropland (winter wheat – maize crop rotation) and an alpine meadow. They found significant underestimation by MOD17 results particularly in case of the cropland site regardless of the meteorological data they used as model input, and they suggested that the underestimation of $\varepsilon_{\text{max}}$ is mostly responsible for the poor performance of MOD17. The hypothesis about the trade-off between the effects of underestimated $\varepsilon_{\text{max}}$ and insufficient moisture constraint is also supported by Coops et al. (2007). Evaluation of the standard and modified MOD17 model runs have been carried out in this case using site specific $\varepsilon_{\text{max}}$ in the first step combined with a soil water modifier (initially proposed by Leuning et al., 2005) in the second step. They found underestimation by the standard MOD17 algorithm, and an overestimation using site specific $\varepsilon_{\text{max}}$. The overestimation decreased when the soil moisture modifier was included in the MOD17 model resulting in the highest agreement with measurements. Their findings hence suggest a combined effect of errors in $\varepsilon_{\text{max}}$ and the water stress parameterization.

4.2 The impact of the footprint analysis on low spatial resolution input

Tracking footprint locations at 1 km resolution improved model performance. However, GPP-FP still underestimates tower-based GPP estimations (Fig. 2c, Fig. 3). In the comparison of remote sensing based GPP estimations and eddy covariance measurements over a heterogeneous landscape the consideration of source area location should improve model-measurement agreement to draw a more realistic picture of model performance. In the present study, individual agricultural plots are typically subpixel sized, therefore differences between remote sensing and EC measurements can still occur as a result of spatial averaging. The different maximum light use efficiency parameters attributed to different crop types together with the typical field size raises the need for a downscaling of the model to benefit from footprint information.

4.3 Evaluation of the downscaling procedure combined with footprint analysis
Fig. 2d shows that GPP increased for GPP-NDVI and the magnitude of simulated GPP is very well captured also in the 2004-2006 time period when precipitation was higher. The increase in annual sums can also be seen in Fig. 3, however, the large difference between GPP-NDVI and GPP-tower annual totals may be biased (see Section 3). Though the tower is mainly surrounded by winter wheat (C3) and maize (C4), differences in the properties of C3 and C4 crops are not reflected in GPP courses although, as it can be seen from GPP-tower, C4 plants have higher light use efficiency and thus higher maximum CO₂ uptake. Note that our novel downscaling method can only eliminate errors in FPAR arising from spatial resolution and representativeness of the remote sensing measurements. Structural problems of the model, i.e. poor characterization of crop types cannot be resolved by this algorithm.

The analysis of statistical indices (Table 3) revealed that short term variability of simulated GPP is mainly caused by variability of the meteorological parameters (T_{min}, VPD). As our modifications mainly address the shortcomings of the coarse resolution FPAR dataset, the explained variance is expected to remain basically unchanged. This means that model performance of GPP should be optimally evaluated using RMSE, IA, ME and BIAS, but not R² and KR. Future developments that might try to include e.g. soil moisture and other stress factors are supposed to involve improvements in R² and KR.

5 Concluding remarks

We presented a method for the adaptation and validation of the MOD17 light use efficiency model for a tall tower based eddy covariance site located within heterogeneous cropland in Hungary. The research is based on the previous footprint analysis and crop phenology characterization by means of NDVI analysis (Barcza et al., 2009a).

Four different methods were used to simulate 8-day mean GPP for Hegyhátsál based on MODIS data. GPP-GMAO and GPP-met (GPP calculated using the MOD17 algorithm using GMAO meteorology and local meteorological measurements) are widely used in MOD17 related validation studies (e.g., Leuning et al., 2005; Heinsch et al., 2006; Turner et al., 2006). In order to exploit the advantage of footprint size similarity between remote sensing and hourly tall tower eddy covariance signal we further used two refined methods. For the GPP-FP model setup the 1 km resolution MOD17 data was coupled with the footprint analysis which allowed selection of MOD17 pixels according to the prevailing meteorological conditions and turbulence conditions. For GPP-NDVI we used the 250 m resolution MODIS NDVI dataset to downscale GPP estimations to 250 m resolution. The downscaled model was also coupled with the footprint analysis to provide hourly varying source region for the measured GPP. Note that for the selection of the contributing surface elements we used the maximum source weight location of the footprint model. This approach was shown to provide good results for the Hegyhátsál tall tower (Barcza et al., 2009b).

The results showed that GPP-met and GPP-FP cause only modest improvements in model performance compared to the reference GPP-GMAO. However, we demonstrated that our new downscaling technique used in GPP-NDVI at 250 m resolution is
significantly more successful in modeling GPP at the typically heterogeneous landscape
of sub-pixel sized croplands in Western Hungary than the conventional GPP-GMAO.
It was shown that the 250 m resolution NDVI dataset is suitable for the characterization
of the Hegyhátsál cropland region where agricultural fields are typically small. This
means that the presented method can theoretically also be used for shorter towers,
keeping in mind that the applicability may be restricted depending on the complexity of
landscape surrounding the flux tower.

Depending on the structure of farmlands in the area of interest, we propose to use the
NDVI based GPP modeling methodology for regional scale studies at 250 m or 1 km
resolution using the following input data and procedure: (i) Quality assurance and
wavelet transformation of MODIS NDVI time series that can be reproduced following
Barcza et al. (2009a), or quality controlled and interpolated NDVI time series calculated
using an alternative method (e.g., linear or spline interpolation). (ii) FPAR data
retrieved from NDVI (Eq. 3, cf. Sims et al., 2005); and (iii) meteorological data from
the GMAO database (until 2006) or a suitable meteorological database (e.g. from
national meteorological services) known to provide accurate results for the given region.
(iv) Derive GPP following the scheme of the MODIS GPP-model.

Applying the proposed method to our study site, annual GPP sums are still
underestimated (by ~18% in average in the vicinity of the Hegyhátsál tower), but the
underestimation is less than with the original MOD17 model. This means that validation
results are strongly affected by the joint interpretation of EC tower and remote sensing
data.

The presented methods allow for a more flexible utilization of remote sensing data for
simulation of crop phenology and productivity on local or regional scale over
heterogeneous landscape. As we pointed out, the choice of input datasets is important
for improving model accuracy. However, errors caused by poor characterization of the
ecosystem cannot be eliminated without calibration and/or structural improvement of
the LUE model. At least the physiological differences of winter crop (at our site
typically winter wheat, C3) and summer crop (typically maize, C4) should be included
in model parameterizations via calibration (cf. Chen et al., 2011). For Western Hungary,
the NDVI based crop type information (see Section 2.1.3) provides this possibility of
crop specific model runs and calibration of the MOD17 model.

Our results highlight that spatial representativeness issues can not be neglected when
validating remotely sensed GPP data with tall tower GPP data.
Acknowledgements

We are very grateful to Maosheng Zhao (NTSG) for providing us the official MOD17 product, the version 5.1 model parameters and the GMAO meteorological database. The research is supported by the Hungarian Government and the European Union and cofinanced by the European Social Fund (Jedlik Ányos PhD Candidate Fellowship, project no. TÁMOP 4.2.4.A-1; and grant agreement no. TÁMOP 4.2.1/B-09/1/KMR-2010-0003). The research was also supported by Hungarian Scientific Research Fund (OTKA K101065, K104816), CarpathCC project (ENV.D.1/FRA/2011/0006), BioVel (Biodiversity Virtual e-Laboratory Project, FP7-INFRASTRUCTURES-2011-2, project number 283359), by GHG-Europe (Greenhouse gas management in European land use systems, FP7-ENVIRONMENT, EU contract number 244122), and by the Natural Environment Research Council (NERC) UK (NE/G000360/1). The eddy covariance measurements were supported by the Hungarian Scientific Research Fund K75638 and CK77550. Use of the TV-tower and transmitter building at Hegyhátsál is kindly provided by Antenna Hungária Corporation. We thank Markus Reichstein for the discussion about the possibility of joint use of eddy flux tower, footprint modeling and MOD17 data.
References


gross primary production estimates for forests across the U.S.A. with those
generated by a simple process model, 3-PGS. Remote Sens. Environ. 109, 500–
509. doi:10.1016/j.rse.2007.02.004

2, 1844–1863. doi:10.3390/rs2071844

doi:10.1029/1999GB000046

of cultivable lands: Current patterns and sensitivity to possible climate change.
Global Ecol. Biogeogr. 11, 377–392. 10.1046/j.1466-822x.2002.00294.x

Geographic distribution of global agricultural lands in the year 2000. Global

Reich, P.B., Turner, D.P., Bolstad, P., 1999. An approach to spatially distributed
modeling of net primary production (NPP) at the landscape scale and its
doi:10.1016/S0034-4257(99)00058-9

Reichstein, M., Falge, E., Baldocchi, D., Papale, D., Aubinet, M., Berbigier, P.,
Bernhofer, C., Buchmann, N., Gilmanov, T., Granier, A., Grunwald, T.,
Havrankova, K., Ivesniemi, H., Janous, D., Knohl, A., Laurila, T., Lohila, A.,
Loustau, D., Matteucci, G., Meyers, T., Miglietta, F., Ourcival, J., Pumpan, M.,
2005. On the separation of net ecosystem exchange into assimilation and
ecosystem respiration: review and improved algorithm. Global Change Biol. 11,

Running, S.W., Baldocchi, D.D., Turner, D.P., Gower, S.T., Bakwin, P.S., Hibbard,
K.A., 1999a. A Global Terrestrial Monitoring Network Integrating Tower Fluxes,

Running, S.W., Nemani, R.R., Glassy, J.M., Thornton, P.E., 1999b. MODIS Daily
Photosynthesis (PSN) and Annual Net Primary Production (NPP) product
(MOD17) algorithm theoretical basis document.

Running, S.W., Nemani, R.R., Heinsch, F.A., Zhao, M., Reeves, M., Hashimoto, H.,
2004. A continuous satellite-derived measure of global terrestrial primary
production. Bioscience 54, 547–560. doi:10.1043/0006-
3568(2004)054(0547:ACSMOG)2.0.CO;2

footprints over inhomogeneous areas. Agric. For. Meteorol. 93, 195-209,
http://dx.doi.org/10.1016/S0168-1923(98)00119-1

Schulze, E.D., Luyssaert, S., Ciais, P., Freibauer, A., Janssens, I.A., Soussana, J.F.,
Smith, P., Grace, J., Levin, I., Thiruchittampalam, B., Heimann, M., Dolman, A.J.,


Table 1. Climate data for the Hegyhátsál region. Annual sums of photosynthetically active photon flux density (PPFD) and average daytime vapor pressure deficit (VPD) are measured locally at Hegyhátsál. 2001–2006 air temperature and precipitation data are from the nearby (~17 km) Rábagyarmat climate station, while the 1981-2010 means are from Farkasfa regional meteorological observatory (~26 km from tower). A comparison of measured and GMAO-based VPD is also shown. Vegetation period denotes the period from beginning of March to end of October.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>average temperature</td>
<td>13.8</td>
<td>15.4</td>
<td>15.1</td>
<td>15.3</td>
<td>13.9</td>
<td>14.1</td>
<td>14.8</td>
</tr>
<tr>
<td>(°C) vegetation period</td>
<td>9.5</td>
<td>10.7</td>
<td>11.3</td>
<td>10.6</td>
<td>9.8</td>
<td>9.6</td>
<td>10.3</td>
</tr>
<tr>
<td>whole year</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cumulative precipitation</td>
<td>588</td>
<td>466</td>
<td>469</td>
<td>381</td>
<td>564</td>
<td>595</td>
<td>604</td>
</tr>
<tr>
<td>(mm) vegetation period</td>
<td>762</td>
<td>550</td>
<td>598</td>
<td>487</td>
<td>705</td>
<td>801</td>
<td>738</td>
</tr>
<tr>
<td>whole year</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sum of PPFD (mol m²)</td>
<td>n.a.</td>
<td>7611</td>
<td>7359</td>
<td>8020</td>
<td>7086</td>
<td>7540</td>
<td>7261</td>
</tr>
<tr>
<td>vegetation period</td>
<td>n.a.</td>
<td>8530</td>
<td>8120</td>
<td>9047</td>
<td>7931</td>
<td>8494</td>
<td>8258</td>
</tr>
<tr>
<td>whole year</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>average daytime VPD (kPa)</td>
<td>n.a.</td>
<td>0.761</td>
<td>0.801</td>
<td>1.045</td>
<td>0.664</td>
<td>0.704</td>
<td>0.670</td>
</tr>
<tr>
<td>(kPa) vegetation period</td>
<td>n.a.</td>
<td>0.510</td>
<td>0.608</td>
<td>0.774</td>
<td>0.521</td>
<td>0.541</td>
<td>0.451</td>
</tr>
<tr>
<td>whole year</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GMAO VPD versus</td>
<td>-</td>
<td>282</td>
<td>264</td>
<td>301</td>
<td>397</td>
<td>376</td>
<td>277</td>
</tr>
<tr>
<td>observation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE (Pa)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bias (Pa)</td>
<td>-</td>
<td>109</td>
<td>65</td>
<td>134</td>
<td>213</td>
<td>187</td>
<td>105</td>
</tr>
<tr>
<td>R²</td>
<td>-</td>
<td>0.791</td>
<td>0.784</td>
<td>0.884</td>
<td>0.747</td>
<td>0.724</td>
<td>0.767</td>
</tr>
</tbody>
</table>
Table 2. Overview of the properties of different model setups used in this study.

<table>
<thead>
<tr>
<th>abbreviation</th>
<th>input data</th>
<th>spatial resolution</th>
<th>utilization of footprint model</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPP-GMAO</td>
<td>MOD15</td>
<td>1 km</td>
<td>no</td>
</tr>
<tr>
<td>GPP-met</td>
<td>MOD15</td>
<td>1 km</td>
<td>no</td>
</tr>
<tr>
<td>GPP-FP</td>
<td>MOD15</td>
<td>1 km</td>
<td>yes</td>
</tr>
<tr>
<td>GPP-NDVI</td>
<td>linear dependence on NDVI</td>
<td>250 m</td>
<td>yes</td>
</tr>
</tbody>
</table>
Table 3. Indicators of model performance (cf. Sections 2.4 and 2.5). Note that GPP–NDVI is not available before 2003 (launch of Aqua satellite in May 2002). The best values of the indicators are highlighted in bold font.

<table>
<thead>
<tr>
<th>GPP-GMAO</th>
<th>period</th>
<th>RMSE</th>
<th>IA</th>
<th>ME</th>
<th>KR</th>
<th>$R^2$</th>
<th>BIAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001-2006</td>
<td>1.095</td>
<td>0.930</td>
<td>0.783</td>
<td>0.812</td>
<td>0.905</td>
<td>-0.680</td>
<td></td>
</tr>
<tr>
<td>2003-2006</td>
<td>1.128</td>
<td>0.927</td>
<td>0.778</td>
<td>0.817</td>
<td>0.902</td>
<td>-0.672</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GPP-met</th>
<th>period</th>
<th>RMSE</th>
<th>IA</th>
<th>ME</th>
<th>KR</th>
<th>$R^2$</th>
<th>BIAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001-2006</td>
<td>1.134</td>
<td>0.928</td>
<td>0.767</td>
<td>0.805</td>
<td>0.911</td>
<td>-0.801</td>
<td></td>
</tr>
<tr>
<td>2003-2006</td>
<td>1.163</td>
<td>0.926</td>
<td>0.764</td>
<td>0.818</td>
<td>0.916</td>
<td>-0.810</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GPP-FP</th>
<th>period</th>
<th>RMSE</th>
<th>IA</th>
<th>ME</th>
<th>KR</th>
<th>$R^2$</th>
<th>BIAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001-2006</td>
<td>0.999</td>
<td>0.949</td>
<td>0.819</td>
<td>0.795</td>
<td>0.895</td>
<td>-0.634</td>
<td></td>
</tr>
<tr>
<td>2003-2006</td>
<td>1.031</td>
<td>0.946</td>
<td>0.815</td>
<td>0.816</td>
<td>0.915</td>
<td>-0.703</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GPP-NDVI</th>
<th>period</th>
<th>RMSE</th>
<th>IA</th>
<th>ME</th>
<th>KR</th>
<th>$R^2$</th>
<th>BIAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003-2006</td>
<td>0.815</td>
<td>0.969</td>
<td>0.884</td>
<td>0.823</td>
<td>0.917</td>
<td>-0.426</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. a) Satellite image of the Hegyhátsál region (source: Google Earth). b) Footprint climatology of the tall tower for 2007 (representative for all selected years). Footprint climatology is visualized by the relative frequency of the contribution of the different, discretized land cover elements using the 250 m x 250 m resolution of the MODIS NDVI grid. X symbol marks the location of the flux tower. Contour lines show the land cover elements defined by the CORINE2000 database.
Figure 2. GPP based on EC measurements (GPP-tower; circles) and simulations (solid line): a) GPP-GMAO, b) GPP-met, c) GPP-FP and d) GPP-NDVI for the period of 2001-2006. See Section 2.4. for definitions. Uncertainty of GPP-tower is also shown (one uncertainty range is plotted as error bar).
Figure 3. Annual sums of GPP based on EC tower measurements and model calculations. Uncertainties for tower based GPP are also shown (calculated as half of the difference between the daily maximum and minimum GPP estimate). See 2.4 for model description. Note that GPP-tower in 2006 may be biased due to a large data gap.
Figure 4. Yearly indicators of model performance for different model runs. Note that GPP-NDVI was not available on an annual basis before 2003 (launch of Aqua satellite in May 2002).